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ABSTRACT 
 

Aims: Frequent pattern mining is one of the imperative tasks in the data mining. The soft 
computing techniques such as neural network, fuzzy logic have potential to be used in 
frequent pattern mining since these powerful tools efficiently model data which is also an 
essential part of mining. The proposed paper aims to provide efficient mining solution 
using auto-associative memory neural network to efficiently traverse and reduce the 
search space, and to reduce the I/O computations. It also aims to keep balance in 
computational and resource efficiency. 
Methodology: This paper proposes an efficient algorithm for mining frequent patterns 
using auto-associative memory. Auto-associative memory is best suitable artificial neural 
network (ANN) approach for association rule mining as it stores associations among the 
patterns. In the proposed system auto-associative memory based on the correlation 
matrix memory (CMM) is used to find the frequent patterns. The proposed work 
introduces novel learning and recall algorithms using CMM for mining frequent patterns 
efficiently. The proposed learning algorithm reduces the search space tremendously for 
recall mechanism. The proposed recall algorithm uses only frequent 1-patterns and 
frequent 2-patterns for determining all other frequent patterns, reducing the number of I/O 
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computations and speeding up the mining process. This approach keeps well balance 
among computational and resource efficiency. 
Conclusion: The performance of the proposed system is compared with traditional 
algorithms like Apriori, Frequent pattern growth (FP-growth), Compressed FP-tree based 
algorithm (CT-PRO) and Linear time Closed itemset Miner (LCM). The experimental 
results show order of magnitude improvement in execution time and storage space 
optimization to accumulate frequent patterns. Proposed work proves milestone approach 
in the field of frequent pattern mining using artificial neural network.  
 

 
Keywords:  Association Rule Mining; frequent pattern mining; artificial neural network; auto-

associative memory; correlation matrix memory. 
 

1. INTRODUCTION  
 
The data mining techniques can be broadly classified as predictive and descriptive 
techniques into association rule mining, classification, clustering, and regression and 
prediction analysis. Data mining is defined as a multi disciplinary research area which 
integrates various techniques from soft computing field such as machine learning, statistics, 
ANNs, etc.  
 
Among the descriptive data mining techniques, association rule mining is a two step 
process. The first step is frequent pattern mining where all frequent patterns are mined using 
predefined minimum support threshold. In the second step strong association rules are 
generated from the frequent patterns using minimum confidence threshold. As the second 
step is less costly in terms of number of computation and is based on the first step, the 
overall performance of association rule mining is determined mainly by frequent pattern 
mining.   
 
Introduced by Agrawal et al. [1] association rule mining is a technique to form rules defining 
the associativity among the attributes of the datasets. Similarly, in the ANNs, the concept of 
associativity defines an explicit relationship between an input and target patterns offered to 
the ANN. Earlier less research work appeared using ANN for rule mining may be because of 
its complex architecture and learning algorithms. Later, rule mining researchers recognized 
ANN as an important technique.  
 
The rule mining algorithms have been continuously developed by both ANN and non-neural 
network researchers. In non-neural network based algorithms the Apriori algorithm [1] is a 
level- wise algorithm where it first process frequent 1-itemsets then frequent 2-itemsets and 
so on till maximum frequent n-itemsets. Another characteristic of this algorithm is generate-
and-test for finding frequent patterns. It requires multiple database scans equal to maximum 
length of frequent pattern in worst case. It also requires huge memory space to generate and 
store all these candidate sets.  
 
In neural network based algorithms Craven and Shavilk proposed rule mining as learning for 
if-then-else rule mining using a trained ANN [2,3]. One approach to tackle the drawback of 
not gaining accurate interpretations of the nonlinear systems has been developed using 
methods of rule extraction [4-9]. This approach turns the conversion of the real-valued 
knowledge formed in the weight matrix into symbolic rules.  
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The rule extraction mechanisms already exist for different neural architectures such as 
multilayer perceptron [10-14], recurrent networks [15], self-organizing networks [9,16], 
associative memory networks [17], genetic algorithms [18,19], Fuzzy rules [20], and even for 
hybrid architectures [21]. They have focused on the formation of rules, in particular for 
classification tasks. A Hopfield network for rule mining has already been proposed by Gaber 
et al. [22], generating association rules from an ANN. Employing incremental training for 
maintaining rules throughout time, is proposed by Eom and Zhang [23]. Multilevel 
association rule mining using Multi Level Feed Forward (MLFM) neural network is proposed 
as a specialized area of rule mining [24,25]. A novel four phase data mining algorithm using 
ANN, referred as ESRNN (Extraction of Symbolic Rules from ANNs), is proposed  for 
extracting symbolic rules [14]. The algorithm uses back propagation learning. 
 
ANNs have the capability to interpret meaning from complicated data and hence can be 
used for extracting patterns and detecting trends in various applications like e-commerce 
applications [26], credit card fraud detection [27], and biomedicine [28].   
 
Other non-neural based algorithms tried to overcome the drawbacks of Apriori algorithm are 
Frequent pattern growth (FP-growth) [29,30], Compressed FP-tree based algorithm (CT-
PRO) [31] and Linear time Closed itemset Miner (LCM) [32].  
 
The FP-growth algorithm proposed compact prefix tree based frequent pattern tree structure 
FP-tree and the FP-growth algorithm to mine conditional trees. The CT-PRO is another 
prefix tree based algorithm which utilizes a more dense data structure, Compressed FP-Tree 
(CFP-Tree). The algorithm achieves better resource efficiency by reducing number of nodes 
in a CFP-Tree to a half less than in the corresponding FP-Tree, resulting in memory 
optimization. In LCM it proposed various algorithms like LCM, LCMfreq and LCMmax, for 
enumerating closed, all and maximal frequent itemsets. It tried to solve the problems of 
dense datasets. The second version of LCMmax includes a pruning method, thus the 
computation time is reduced when the number of maximal frequent itemsets is small.  
 
The challenge of the generation of association rules from a dataset is substantial, since its 
complexity, which is mainly defined by the complexity of frequent pattern mining, is 
exponential in search space. Although many approaches as discussed above like multilayer 
perceptron, recurrent networks, Hopfield network and genetic algorithms have claimed 
reducing the complexity of the problem, the real causes that produce a good performance in 
the algorithms are still uncertain. Hence, it is important to continue research in this area in 
order to find answers to the current challenges.  
 
The objective of the proposed work is to implement efficient strategies to traverse and 
reduce the search space, and to reduce the I/O computations. The proposed auto-
associative memory based CMM is best suitable neural network approach for association 
rule mining as it stores associations among patterns and uses CMM as it provides excellent 
speed and scalability.  
 
After observing the drawbacks of alternative options available for frequent pattern mining 
using other neural networks and associative memory approach as discussed in literature 
review the proposed work based on the auto-associative memory using CMM has been 
carried out. All the type of associative memories uses CMM structure as it deals with binary 
and non-binary data and has fast training and recall stages as defined by Austin and 
Stonham in 1987 and Haykin in 1999 and uses hebbian learning rule to train the CMM as it 
provides excellent speed and scalability advantage as stated by Haykin. 
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An auto-associative memory using CMM structure is able to learn, store and recall itemset 
support after it have been trained with data defining associations. Especially, we analyze 
and decode the training process and the CMM weight matrix of an auto-associative memory 
to propose itemset support extraction mechanisms through which they are able to recall 
itemset support when an itemset is presented as stimulus to the trained networks.  
 
The novel learning and recall algorithms are proposed for performing these tasks efficiently. 
The proposed learning algorithm reduces the search space tremendously for recall 
mechanism. The proposed recall algorithm uses only frequent 1-patterns and frequent 2-
patterns for determining all other frequent patterns, reducing the number of I/O computations 
and speeding up the mining process. The input key parameters are min_sup and min_conf 
and output key parameter is mining time. 
 
The remainder of this paper is organized as follows: Section 2 reviews work related to 
frequent pattern mining using ANN approaches. Section 3 describes preliminaries for auto-
associative memory. Section 4 introduces a novel learning and recall algorithm using CMM 
for mining frequent patterns efficiently. Section 5 shows experimental results and 
comparison of proposed implementation with Apriori, FP-growth, CT-PRO and LCM 
algorithms. Finally, Section 6 draws conclusions from the proposed work and discuss about 
future scope. 
 

2. RELATED WORK 
 
This section represents the problem statement and related work done in the area of frequent 
pattern mining using ANN.  
 

2.1 Problem Definition 
 
Let any element � from a set � = ���,��,. . , ���  be called an item and a grouping or formation of 

items � such that � ⊆ �  be called an itemset. In particular, an itemset � with � =  |�| is 
called a k-itemset. Let database � be a set of � transactions, representing an environment. 
Each transaction �� is defined by a unique identifier id together with an itemset �, 
satisfying � ⊆ �. A �� is said to support an itemset � if � ⊆  ��. �. 
 
A basic association rule is an implication defined by � →  � in which the itemsets � ∧ � ⊂  �, 
but  � ∩ � =  ∅. 
 
The support $%&&'�( of an itemset � with respect to �  is defined by the fraction of 
transactions supporting it. This can be defined as follows: 
 

                      $%&&'�( = )'�( = |*+,|+, ∈  . ∧  +,./ ⊇ 1 23| 
|.| = 4567'1(

8   (1)   

                                     
Since the $%&&'�( defines the occurrence frequency of � in �, it can also be understood as 
the probability of � , )'�(. In the case of a rule defined by � → �, its support is given by the 
support of � ∪ �. The strength of a rule in � is defined by its confidence :;�<'� ∪  �(  as 
follows:   

                 :;�<'� ∪  �(  = =>??'1∪/( 
=>??'1(                                      (2) 

 



 
 
 
 

British Journal of Applied Science & Technology, 4(22): 3160-3178, 2014 
 

 

3164 
 

Since it is impractical and not desirable to mine and generate the total space of itemsets and 
rules, the challenge of rule mining has been to discover only those rules which are 
interesting. The interestingness of an itemset and a rule is determined by evaluating the 
properties of support and confidence against the thresholds of minimum support threshold, 
@��_$%&  ξ and minimum confidence threshold, @��_:;�< respectively. For instance, an 
itemset � is frequent iff  $%&&'�( ≥ min_ sup  ξ.  
 
Most association rule mining algorithms employ a support-confidence framework. This 
framework exclude the good number of uninteresting rules but the bottleneck of this 
approach is filtering uninteresting rules especially when mining at low support thresholds or 
mining for the long patterns. To tackle this weakness, a correlation measure can be used like 
lift, B�, all_confidence, max_confidence, Kulczynski and cosine measures.  
 

2.2 Literature Review 
 
Frequent Pattern Mining using ANN is less researched area. The techniques like associative 
memories, feed forward neural network, and competitive neural network like self organizing 
map are already explored.  
 
Dong et al. [13] proposed competitive network based FP-growth (CNFP) method for mining 
frequent patterns. This method combines competitive neural network with FP-growth. In 
competitive learning grouping of similar patterns is carried out by the network and 
represented by a single neuron. Grouping of similar patterns is done automatically based on 
data correlations and large dataset is divided into sets of similar patterns. After competitive 
learning, to construct FP-sub-trees neurons in competitive layer are considered as root and 
FP-sub-trees contain transactions similar to each other. Frequent patterns are mined using 
FP-sub-tree which in turn reduces the search space, whereas for large datasets competition 
phase may take more time for generating neurons.  
 
The paper [14] proposed a novel four-phase data mining algorithm using ANNs, referred as 
Extraction of Symbolic Rules from ANNs (ESRNN), for extracting symbolic rules. The 
algorithm uses back propagation learning. By using heuristic clustering algorithm, the nodes 
in the hidden layers are discretized. Then symbolic rules are extracted from frequent 
patterns using extraction algorithm. An important feature of the proposed rule extraction 
algorithm is its recursive nature. 
 
The Vicente Oswaldo [17] proposed algorithms for frequent pattern mining using auto-
associative neural network and the self-organizing map. In this paper the learning and recall 
algorithms are introduced to mine frequent patterns. The neural-based proposed framework 
involves the building of artificial memories that are able to learn, store and recall itemset 
support. In learning process the weight matrix of an itemset support is constructed based on 
the associations among patterns. In recall phase frequent patterns are mined. It utilizes 
inherent feature of auto-associative memory to store associations among patterns. However, 
the case of finding frequent patterns for an itemsets larger than two items remains an open 
problem.  
 
Various soft computing tools are proposed using real life applications like Long-term 
prediction of discharges in Man wan Reservoir, analysis of outcomes of construction claims, 
Swarm Optimization [33-38]. The proposed work can be extended further for using real life 
applications in the field of web mining, text mining and bioinformatics.                                   
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The scope of the research work is to propose a novel and efficient algorithm to overcome the 
drawbacks of previously proposed approaches and utilize inherent features of auto-
associative memory more efficiently. 
 

3. AUTO-ASSOCIATIVE MEMORY BASICS 
 
The concept of an auto-associative memory is mainly exploited by neural architectures 
which imitate the concept of associative memory present in our brain. In general terms, the 
explicit association among the inputs is the target to be learnt by some networks to form a 
knowledge which can be used for pattern association or recognition tasks. 
 
The frequent pattern association involves associating a new pattern with a stored pattern.  
The associative memory is considered as a special case of the neural computing approach 
for pattern recognition. Types of associative memory are the Hetero-Associative memory, an 
Auto-Associative memory, the Hopfield Network and the Bidirectional Associative Memory 
(BAM).  
 
The Hopfield network for association rule mining has been proposed by Gaber et al. [22] but 
is used to determine maximal itemsets so the main drawback of this work is that to calculate 
support for all itemsets derived from the maximal discovered itemsets an extra pass over the 
training data is needed. 
  
After observing the drawbacks of alternative options available for frequent pattern mining 
using associative memory the proposed work based on the auto-associative memory using 
CMM has been proposed.  
 
The auto-associative memory is the best suited neural network approach for association rule 
mining as it stores associations among patterns. In the proposed system auto-associative 
memory based on CMM is used to find frequent patterns. Associative memory can be feed 
forward or recurrent.  This is supervised single-layer network.  
 

3.1 Architecture of Auto-Associative Memory 
 
The architecture of an Auto-Associative Memory is shown in the Fig. 1. It is based on the 
concept of association. 
 
The auto-associative memory neural network is first trained to store a set of patterns in the 
form  � ∶  � where � represents the input vector and � is the corresponding output 
associative vector. The input patterns are represented as unipolar vectors ∈  *0,13. It has the 
property to remember the associativity expressed between input patterns under the 
supervised training.  
 
Since it has been stated by Haykin in 1999 that the target F� pattern will be defined by the 
corresponding key pattern G� of each input pair, proposed study could be confined to the 
study of the suitability of an auto-associative memory for frequent pattern mining since this 
neural network holds the charactseristic of  F� = G�  ∀ G� in � in its inputs. 
 
It uses the CMM to store the associations among patterns. The CMM is a single-layer 
memory structure defined as a square matrix whose dimension is the  @ × @ elements. The 
CMM structure is used to store frequencies or pattern occurrences in the form of weights. 
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Fig. 1. Auto-associative memory 
 

The CMM Models are binary weighted and non-binary weightless and has fast training and 
recall stages. The CMM resulting from the supervised training is represented as J ∈ K�×�  
for binary weighted model. The CMM is trained using a hebbian learning rule which offers 
excellent speed and scalability advantages. The work utilizes inherent features of CMM and 
proposes an efficient algorithm for frequent pattern mining. 
 

4. FREQUENT PATTERN MINING USING AUTO-ASSOCIATIVE MEMORY 
 
In order to perform frequent pattern mining with an auto-associative memory using CMM, 
focus is on how to perform the counting of patterns or itemsets. It is normally produced by 
looking for the patterns by scanning the high dimensional space defined by the original data 
environment.  
 
In the work learning algorithm is proposed first using weighted CMM matrix, where it 
accomplishes the task of training the neural network. The outcome of a learning algorithm is 
the trained weighted CMM matrix where weights represent the occurrence frequency of 
associations among patterns. The efficiency for this algorithm is achieved by optimizing the 
search space as explained in section 4.1.  
 
Then the proposed recall algorithm applies a novel approach to recall itemset support from 
the trained CMM matrix. The proposed recall algorithm mine frequent patterns efficiently 
using weighted CMM matrix, hence reduces the I/O computations as explained in section 
4.2.   
 
The following sections describe a two step novel frequent pattern mining algorithm using 
CMM matrix memory. 
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4.1 Learning for Itemset Support Using CMM  
 
The task of itemset support counting is mainly governed by the learning algorithm 
responsible for modifying the neural-network architecture (nodes or weight matrix). It 
accumulates the knowledge presented in terms of support counts in the environment 
throughout the time. Therefore, the learning algorithm is primarily determined by the type of 
neural network used to learn the data coming from the environment. In our particular case, 
the learning algorithm of an auto-associative memory will be evaluated to fulfill this 
framework task. 
 
The binary weighted CMM matrix J represented as J ∈ K�×�

 is used to store frequencies 
or pattern occurrences in the form of weights. Learning is done using the natural ability of the 
CMM to learn about occurrence frequency of the patterns based on input patterns. 
 
Input to this step is database � represented as a group of n unipolar vectors ∈  *0,13, where 
each input is an m-vector defining a particular association among items from the set 
� = *��, �� , . . , ��3 where @ represents the total number of items and transactions from the set 
M = *��, �� , … . , �8 3 where � is total number of transactions in database �. 
 
Training requires pairs of patterns representing associations with a form � → �  in which an 
input or key pattern is associated with an output or memorized pattern. Corresponding 
associations among patterns may look as,*'��, ��(, '��, �� (, … . , '�8 , �8(3, where both the 
patterns, the input and the output, will obtain their values from the n  transactions in �. In 
particular, each pattern of each pair will take the same value defined by a transaction �O. 
Hence pair � satisfies �O → �O = '�O, �O( and represented as �O = �O = �O. G. The learning 
algorithm is proposed as described below which takes input as pairs of patterns and output 
is weighted CMM J. 
 
  Learning Algorithm: 
 

• To train J, the equation defined (Haykin, 1999; Ham and Kostanic, 2001) is as in (3). 
  

J = ∑  �
OQ� �O�OR        (3) 

 

• The term �O�O
R is an estimation of the weight matrix L'�( of the neural network 

functioning as a linear associator. This matrix L'�(, which associates �O to �O, forms 

a mapping representing the association described by the �ST input pair in turn. 

• The resulting matrix J is grouping of the m weighted matrices L. 

• Individual weight values of the network, whose update resembles a generalization of 
the Hebbian rule learning, can be expressed by (4).  
 

      U�V = ∑  �
OQ� F�OGVO                          (4) 

 

•  As a consequence of using unipolar elements as inputs, the product F�GV of some �ST 

pattern will be in one of the two states as shown in (5).  
  

F�OGVO =  W1
0

2    existence of association  �\    in     �
 otherwise                                      (5)  
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The output of symmetric J, from which itemset support values will be estimated, is 
represented in (6)   
 

J =

`
a
a
a
a
b U�� 

 
U�� 

⋮
U��

  

  
 
 

U�� 
⋮

U��

  

  
 
 
 
 
⋱
…

  

0
  
  

 
 

U��e
f
f
f
f
g

                                      (6) 

 
In the weighted CMM J, U�V not only means the existence of an association between 

elements � and \, but also the number of times that such association has occurred in the 
environment. Therefore, we can asseverate that a weighted symmetric CMM naturally builds 
a frequency matrix which is used in recall algorithm to mine frequent patterns efficiently. 
 
Advantage of learning algorithm is it optimizes space required to store frequent 1-patterns 
and frequent 2-patterns in weighted CMM matrix. It also reduces search space for recall 
mechanism to focus on the knowledge of only �'� + 1( 2⁄  nodes rather than the �� elements 
of the complete matrix.  
 

4.2 Recall for Finding Frequent Patterns Using CMM 
 
As a result of learning, pattern frequency is embedded in the knowledge of a neural network; 
the focus of this section is on giving the right interpretation to the weight matrix in order to 
recall the frequency (support) of patterns, which can be composed by different items of the 
learnt environment.  
 
To use the embedded information in triangular J matrix, the right interpretation needs to be 
drawn to produce accurate support values from it. Therefore, to achieve accurate itemset 
support recalls from J, when a stimulus is presented, a novel recall algorithm is proposed. 
The output of recall algorithm is mined frequent 1-itemsets, 2-itemsets, … , n-itemsets 
respectively.  
 
Algorithm Recall (weighted CMM J , int min_sup ξ)  
 

• Determine the support of all items � = ���,��,.  .  . , ��  � stored in J, applying equation 

(7), where <klm'U�� ( is occurrence frequency of pattern � stored in J at index ��. 
Support for pattern � is determined as )'U��( which is the probability of the �+n item 
in the � transactions defining the training dataset.  

 

         $%&&'�( = )'U��( = 4567'o,, (
8                       (7) 

 
 If $%&&'�( ≥ p then that pattern is stored as frequent 1-itemset or frequent 1-pattern. 
 

• Determine the frequent 2-itemsets '�\( applying formula as in (8) to all @ items 
stored in J. 
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$%&&'�\( = )qU�Vr     = 4567'o,s ( 
8   <;k tuu � ≠ \       (8)   

 
 If $%&&'�\( ≥ p, then pattern '�\( is stored as frequent 2-itemset. 
 

• Determine support for k-itemsets '2 > � ≤ @( using following steps- 
 

a. Only frequent 1-itemsets and frequent 2-itemsets are considered as per 
antimonotone property (if subset of any pattern is infrequent then its 
superset are also infrequent) 

b. Determine frequent k-itemsets applying equation as in (9) to combinations of 
only frequent 1-itemsets and frequent 2-itemsets stored in J. 

 

                                )'�( =  ∑ ∑ yqo,srz
s{,

z
,{|

8                      (9) 

 
Where, all unique pairs of X~ i.e., � = 

k
C2 and � is length of itemset. 

 
Proposed novel recall algorithm is more efficient as it finds k-itemsets '2 > � ≤ @( using 
frequent 1-itemsets and frequent 2-itemsets and ignores all infrequent patterns. Another 
advantage is it reduces I/O cost as there is no need to scan original database various times 
to find frequent patterns as recall is carried out using knowledge embedded in weighted 
CMM matrix J. 
 
As an example consider database �K  as shown in Table 1, with 5 transactions. Let 
minimum absolute support threshold ξ is 3 and relative support threshold on the scale of 10 
to 100 is 60% and on the scale of 0 to 1 is 0.6. 
 

Table 1. The transaction database 
 

Transaction ID Items Input 

1001 3, 6, 1, 4, 7, 13, 16, 9 
1002 3, 6, 1, 2, 13, 12, 15 
1003 6,  2, 8, 10, 15 
1004 3, 16, 2, 11, 19 
1005 3, 6, 1, 13, 16, 5, 12,  14 

 
The output J of learning algorithm for example is as shown below where CMM  J  is of size 
19 × 19, as maximum number of items in itemset are 19. The learning algorithm generates 
symmetric weighted CMM J. It trains matrix J with frequency count of all 1-itemsets and 2-
itemsets in one single database scan with supervised training and speed up the mining 
process.    

Showing weighted CMM J 
 

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 2 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 2 3 1 1 4 0 0 0 0 0 0 0 0 0 0 0 0 0 
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1 0 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 
1 0 1 1 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 
0 1 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 
0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
2 1 2 0 1 2 0 0 0 0 0 2 0 0 0 0 0 0 0 
3 1 3 1 1 3 1 0 1 0 0 2 3 0 0 0 0 0 0 
1 0 1 0 1 1 0 0 0 0 0 1 1 1 0 0 0 0 0 
1 2 1 0 0 2 0 1 0 1 0 1 1 0 2 0 0 0 0 
2 1 3 1 1 2 1 0 1 0 1 1 2 1 0 3 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 1 

 
The recall algorithm uses weighted CMM J to generate frequent 1-itemsets and frequent 2-
itemsets efficiently with the advantage of reduced search space. It discards all infrequent 1-
itemsets and 2-itemsets. Taking antimonotone property into consideration all k-itemsets 
'2 > � ≤ @(  are mined using frequent 1-itemsets and frequent 2-itemsets, hence speed up 
task of mining. The outputs of Recall algorithm for given example for certain cases are as 
shown below: 
 

� Case 1: for k = 3, therefore 
3
C2=3 so X = ' X� , X� , X� (. Then, to find out 

whether pattern (1 2 3) is frequent or not recall equation is used. 
 

)'1 2 3( = )'U� �( + )'U� �( + )'U� �(
3  

 

)'1 2 3( =
1
5 + 3

5 + 2
5

3 = 0.4 

 
As )'1 2 3( = 0.4 < 0.6 (ξ), this pattern is infrequent 3 - itemset. 
  

� Case 2: for  � = 4, therefore 
4
C2  = 6 so X = ( X1 , X2 , X3 , X4 ). Then, to find 

out whether pattern (1 3 6 13) is frequent or not recall equation is used. 
 

)'1 3 6 13( = )'U� �( + )'U� �( + )'U�� �( + )'U� �( + )'U�� �( + )'U�� �(
6  

 

)'1 3 6 13( =
3
5 + 3

5 + 3
5 + 3

5 + 3
5 + 3

5
6 = 0.6 

 

As )'1 3 6 13( = 0.6 = 0.6 (ξ), this pattern is frequent 4 - itemset. 
 
The final output of recall algorithm for given example is:  
 
Generating candidates: 1 – itemset 
 
Possibilities: 19 
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      {1}: 3.0: 0.6 
{2}: 3.0: 0.6 
{3}: 4.0: 0.8 
{6}: 4.0: 0.8 
{13}: 3.0: 0.6 
{16}: 3.0: 0.6 
 

Generating candidates: 2 – itemset 
 
Possibilities: 171 
 

{1 3}: 3.0: 0.6 
{1 6}: 3.0: 0.6 
{1 13}: 3.0: 0.6 
{3 6}: 3.0: 0.6 
{3 13}: 3.0: 0.6 
{3 16}: 3.0: 0.6 
{6 13}: 3.0: 0.6 
 

Generating candidates: 3 – itemset 
 
Possibilities: 969 
 

{1 3 6}: 3.0: 0.6 
{1 3 13}: 3.0: 0.6 
{1 6 13}: 3.0: 0.6 
{3 6 13}: 3.0: 0.6 
 

Generating candidates: 4 – itemset 
 
Possibilities: 3876 
 

{1 3 6 13}: 3.0: 0.6 
 

Generating candidates: 5 - itemset 
Possibilities: 11628 
 
Time required finding frequent candidate is: 0.015 seconds  
 
If the results are compared for a given example, time required to mine frequent patterns is 
less than the standard frequent pattern mining algorithms like Apriori, FP-growth, CT-PRO 
and LCM algorithms. 
 

5. EXPERIMENTAL RESULTS 
 
This section will provide the experimental results of the proposed system. The key input 
parameter of proposed algorithm is minimum support threshold ξ and the output parameters 
considered for comparison are time required for finding frequent 1-itemsets (time to learn the 
neural network) and total execution time (Time to learn and recall). For lower ξ values mining 
requires more execution time as it generates large number of frequent patterns and higher 
the ξ range lesser the mining time.  
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The proposed work at present is implemented based on support-confidence framework and 
can be further extended using correlation measure like Kulczynski measure, together with 
the imbalance ratio, to discover the quality of the patterns. 
  
In order to determine the accuracy of the proposed mechanisms for itemset support recalls 
from a trained CMM, experiments with standard real datasets are performed in this section. 
The experiments were performed on an Intel Core2 Duo processor 1.66GHz with 2GB 
memory, running the Microsoft Windows. 
 
The proposed system is compared with non-neural network based algorithms as it is 
observed that very few neural network based algorithms compared their work with standard 
and large datasets. The major achievement of our proposed work is in neural network based 
algorithms, it proves good mining efficiency on standard datasets where other algorithms 
failed to prove their work. So this algorithm proves a milestone in the research of frequent 
pattern mining using neural network. This work is also extended for handling huge datasets 
using Hadoop MapReduce framework and is not included in the scope of this paper.  
 
The standard datasets used in previous studies are downloaded from Frequent Itemset 
Mining Implementations Repository (FIMI’04) website [39] and used to compare the 
algorithms performance with non-neural network based algorithms like Apriori, FP-growth, 
CT-PRO and LCM algorithms. Experiments are performed on various dense and sparse 
datasets from FIMI Repository. The experimental results of the proposed work are consistent 
for all the datasets while compared with non-neural network based algorithms.   
 
Mushroom dataset is a sparse dataset with 8124 transactions, 119 items and average 
transaction length 23, hence it is relatively sparse. Time required for finding frequent 1-
itemsets using mushroom dataset is shown in Table 2 for Apriori and proposed frequent 
pattern mining with an auto-associative memory using CMM algorithms. It proves that 
frequent 1-itemsets generation time efficiency obtained by CMM in real datasets like 
mushroom is also notable with respect to various minimum support thresholds.  
  

Table 2. Time required for finding frequent 1-itemsets 
 

Algorithm/ Min. Support 10% 20% 30% 40% 50% 60% 70% 80% 90% 
Apriori  Time Taken (Sec) 0.422 0.422 0.437 0.453 0.422 0.406 0.438 0.421 0.422 

CMM Time Taken (Sec) 0.171 0.156 0.156 0.141 0.109 0.093 0.093 0.093 0.094 

 
Time required for training, recall phase and total mining time for CMM using mushroom 
dataset is shown in Table 3 for minimum support threshold range of 50 to 90%. Proposed 
learning algorithm reduces search space for recall mechanism and achieves resource 
efficiency by optimizing search space. Proposed recall algorithm uses only frequent 1-
patterns and frequent 2-patterns for calculating '2 > � ≤ @( itemsets, improving the 
computational efficiency. 
 
Table 3. Time required for mining frequent patterns using CMM for mushroom dataset 

 
Min. Support  50% 55% 60% 65% 70% 75% 80% 85% 90% 

Time to train(sec) 0.109 0.094 0.093 0.093 0.093 0.094 0.093 0.11 0.094 

Time to recall (Sec) 0.235 0.062 0.032 0.016 0.079 0.015 0.016 0.031 0.047 

Total Time (Sec) 0.375 0.203 0.172 0.156 0.172 0.156 0.156 0.141 0.141 



 

 

Table 4 shows comparison for mushroom dataset based on mining time for Apriori, FP
growth, LCM, CT-PRO and CMM algorithms. The results of all algorithms are compared for 
the minimum support threshold range of 50 to 90%.
 

Table 4. Comparison of Mining time for mushroom dataset

Algorithm/Min. Support 

Apriori Time (Sec) 

CMM  Time (Sec) 

LCM   Time (Sec) 

CT-PRO  Time (Sec) 

FP-growth Time (Sec) 

   
As shown in Fig. 2 the proposed CMM algorithm shows better efficiency a
Apriori, FP-growth, CT-PRO and LCM algorithms. 
 

Fig. 2

For chess dataset proposed CMM algorithm achieves good mining time efficiency. Chess 
dataset contain 3196 transactions, 75 items and average transac
denser. Although being dense it takes comparatively lesser time for mining than Apriori, FP
growth and CT-PRO algorithms and is slightly comparable with LCM algorithm. Comparative 
analysis of mining time for chess dataset is 
 
The results obtained using the large dataset, accidents, with respect to the various minimum 
support thresholds is shown in Fig.
with 340183 transactions, 468 items and averag
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Table 4 shows comparison for mushroom dataset based on mining time for Apriori, FP
PRO and CMM algorithms. The results of all algorithms are compared for 

the minimum support threshold range of 50 to 90%. 

omparison of Mining time for mushroom dataset 
 

50% 55% 60% 65% 70% 75% 80% 85%

1.812 1.406 1.094 1.015 0.953 0.938 0.969 0.797

0.375 0.203 0.172 0.156 0.172 0.156 0.156 0.141

0.5 0.4 0.317 0.252 0.23 0.225 0.225 0.187

0.55 0.42 0.4 0.4 0.38 0.35 0.3 0.25

0.7 0.6 0.4 0.4 0.4 0.3 0.3 0.3

the proposed CMM algorithm shows better efficiency as compared to 
PRO and LCM algorithms.  

 
Fig. 2. Mining time for mushroom dataset 

 
For chess dataset proposed CMM algorithm achieves good mining time efficiency. Chess 
dataset contain 3196 transactions, 75 items and average transaction length is 37, hence it is 
denser. Although being dense it takes comparatively lesser time for mining than Apriori, FP

PRO algorithms and is slightly comparable with LCM algorithm. Comparative 
analysis of mining time for chess dataset is as shown in Fig. 3. 

The results obtained using the large dataset, accidents, with respect to the various minimum 
support thresholds is shown in Fig. 4. This dataset is relatively large than the other datasets 
with 340183 transactions, 468 items and average transaction length 34, hence it is relatively 
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Table 4 shows comparison for mushroom dataset based on mining time for Apriori, FP-
PRO and CMM algorithms. The results of all algorithms are compared for 

85% 90% 

0.797 0.641 

0.141 0.141 

0.187 0.187 

0.25 0.2 

0.3 0.3 

s compared to 

 

For chess dataset proposed CMM algorithm achieves good mining time efficiency. Chess 
tion length is 37, hence it is 

denser. Although being dense it takes comparatively lesser time for mining than Apriori, FP-
PRO algorithms and is slightly comparable with LCM algorithm. Comparative 

The results obtained using the large dataset, accidents, with respect to the various minimum 
4. This dataset is relatively large than the other datasets 

e transaction length 34, hence it is relatively 



 

 

sparse. Results prove the efficiency of mining large datasets as compared to FP
LCM algorithms. 
 

Fig. 3
 

Fig. 4

As shown in Fig. 5, BMS-WebView
growth and LCM algorithms. The implementation results of CMM shows better computational 
efficiency as compared to FP
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sparse. Results prove the efficiency of mining large datasets as compared to FP

 
Fig. 3. Mining time for chess dataset 

 
Fig. 4. Mining time for accidents dataset   

 
WebView-2 dataset is tested and compared using CMM, FP

growth and LCM algorithms. The implementation results of CMM shows better computational 
efficiency as compared to FP-growth and LCM. 
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sparse. Results prove the efficiency of mining large datasets as compared to FP-growth and 

 

 

2 dataset is tested and compared using CMM, FP-
growth and LCM algorithms. The implementation results of CMM shows better computational 



 

 

These experimental results prove efficiency of the pr
dense datasets. The proposed CMM algorithm even work efficiently for low minimum 
supports. 
 

Fig. 5. Mining time for BMS

For improving mining efficiency of dense datasets and for mining huge and vol
datasets useful in Big Data analysis, the proposed algorithm is further extended using 
distributed processing on Hadoop MapReduce environment but is not the scope of this 
paper.  
 

6. CONCLUSION 
 
Auto-Associative memory based CMM is best suitable ne
association rule mining due to its inherent capability to store associations among patterns. 
Proposed learning algorithm reduces search space for recall mechanism to focus on the 
knowledge of only �'� + 1(⁄
Proposed recall algorithm uses only frequent 1
calculating '2 > � ≤ @( itemsets, speeding up mining process. 
 
This approach keeps well balance am
achievement of our proposed work is in neural network based algorithms, it proves good 
mining efficiency on standard datasets where other neural network based algorithms failed 
to prove their work.  Proposed work proves milestone approach in the field of frequent 
pattern mining using artificial neural network.
 
For improving mining efficiency for mining huge and voluminous datasets useful in Big Data 
analysis, the proposed algorithm is further extended us
Map Reduce environment but is not the scope of this paper. Future scope of the research is 
in advanced frequent mining like sequential pattern mining, closed and maximal frequent 
pattern mining and distributed pattern m
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These experimental results prove efficiency of the proposed CMM algorithm on sparse and 
dense datasets. The proposed CMM algorithm even work efficiently for low minimum 

 
Mining time for BMS-WebView-2 dataset   

 
For improving mining efficiency of dense datasets and for mining huge and vol
datasets useful in Big Data analysis, the proposed algorithm is further extended using 
distributed processing on Hadoop MapReduce environment but is not the scope of this 

Associative memory based CMM is best suitable neural network approach for 
association rule mining due to its inherent capability to store associations among patterns. 
Proposed learning algorithm reduces search space for recall mechanism to focus on the 

( 2⁄   nodes rather than the �� elements of the complete matrix. 
Proposed recall algorithm uses only frequent 1-patterns and frequent 2-patterns for 

itemsets, speeding up mining process.  

This approach keeps well balance among computational and resource efficiency. The major 
achievement of our proposed work is in neural network based algorithms, it proves good 
mining efficiency on standard datasets where other neural network based algorithms failed 

osed work proves milestone approach in the field of frequent 
pattern mining using artificial neural network. 

For improving mining efficiency for mining huge and voluminous datasets useful in Big Data 
analysis, the proposed algorithm is further extended using distributed processing on Hadoop 

Reduce environment but is not the scope of this paper. Future scope of the research is 
in advanced frequent mining like sequential pattern mining, closed and maximal frequent 
pattern mining and distributed pattern mining.    
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thm on sparse and 
dense datasets. The proposed CMM algorithm even work efficiently for low minimum 

 

For improving mining efficiency of dense datasets and for mining huge and voluminous 
datasets useful in Big Data analysis, the proposed algorithm is further extended using 
distributed processing on Hadoop MapReduce environment but is not the scope of this 

ural network approach for 
association rule mining due to its inherent capability to store associations among patterns. 
Proposed learning algorithm reduces search space for recall mechanism to focus on the 

elements of the complete matrix. 
patterns for 

ong computational and resource efficiency. The major 
achievement of our proposed work is in neural network based algorithms, it proves good 
mining efficiency on standard datasets where other neural network based algorithms failed 

osed work proves milestone approach in the field of frequent 

For improving mining efficiency for mining huge and voluminous datasets useful in Big Data 
ing distributed processing on Hadoop 

Reduce environment but is not the scope of this paper. Future scope of the research is 
in advanced frequent mining like sequential pattern mining, closed and maximal frequent 
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