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To estimate the population mean using auxiliary variable there are many estimators available in
literature like-ratio, product, regression, dual-to-ratio estimator and so on. Suppose that all the
information of the main variable is present in the sample but only a part of data of the auxiliary variable
is available. Then, in this case none of the aforementioned estimators could be used. This paper
presents an imputation based factor-type class of estimation strategy for population mean in presence
of missing values of auxiliary variables. The non-sampled part of the population is used as an
imputation technique in the proposed class. Some properties of estimators are discussed and
numerical study is performed with efficiency comparison to the non-imputed estimator. An optimum

sub-class is recommended.
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INTRODUCTION

In sampling theory, the problem of mean estimation of a
population is considered by many authors like Srivastava
and Jhajj (1980, 1981), Sahoo (1984, 1986), Singh
(1986), Singh et al. (1987), Singh and Singh (1991),
Singh et al. (1994), Sahoo et al. (1995), Sahoo and
Sahoo (2001), and Singh and Singh (2001). Sometimes
in survey situations, a small part of sample remains non-
responded (or incomplete) due to many practical
reasons. Techniques and estimation procedures are
needed to develop for this purpose. The imputation is a
well defined methodology by virtue of which this kind of
problem could be partially solved. Ahmed et al. (2006),
Rao and Sitter (1995), Rubin (1976) and Singh and Horn
(2000) have given applications of various imputation
procedures. Hinde and Chambers (1990) studied the
non-response imputation with multiple source of non-
response. The problem of non-response in sample
surveys immensely looked into by Hansen and Hurwitz
(1946), Grover and Couper (1998), Jackway and Boyce
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(1987), Khare (1987), Khot (1994), Lessler and Kalsbeek
(1992).

When the “response” and “non-response” part of the
sample is assumed into two groups, it is closed to call
upon as post-stratification. Estimation problem in sample
survey, in the setup of post-stratification, under non-
response situation is studied due to Shukla and Dubey
(2001, 2004, and 2006). Some other useful contributions
to this area are by Holt and Smith (1979), Jagers et al.
(1985), Jagers (1986), Smith (1991), Agrawal and Panda
(1993), Shukla and Trivedi (1999, 2001, 2006), Wywial
(2001), Shukla et al. (2002, 2006). When a sample is full
of response over main variable but some of auxiliary
values are missing, it is hard to utilize the usual
estimators. Traditionally, it is essential to estimate those
missing observations first by some specific estimation
techniques. One can think of utilizing the non-sampled
part of the population in order to get estimates of missing
observations in the sample. These estimates could be
imputed into actual estimation procedures used for the
population mean. The content of this research work takes
into account the similar aspect for non-responding values
of the sample assuming post-stratified setup and utilizing



the auxiliary source of data.

Symbols and setup

Let U = (Uy, Uz, oo , Un) be a finite population of N
units with Y as a main variable and X the auxiliary
variable. The population has two types of individuals like
N, as number of "respondents (R)" and N, "non-
respondents (NR)", (N = N;+N,). Their population
proportions are expressed like W; = Ny/N and W, = N,/N.
Quantities W; and W, could be guessed by past data or

by experience of the investigator. Further, let Y and X
be the population means of Y and X respectively. Some
symbols are as follows:

R-group, Respondents group or group of those who
responses in survey;

NR-group, Non-respondents group or group of those who
denied to response during survey;

Y_l, Population mean of R-group of Y;

Y_2 , Population mean of NR-group of ;

)?l, Population mean of R-group of X;

)?2 , Population mean of NR-group of X;

Sﬁ( , Population mean square of R-group of Y;
822Y , Population mean square of NR-group of Y;
Sfx , Population mean square of R-group of X;
822X , Population mean square of NR-group of X;
C,, , Coefficient of variation of Y in R-group;
C,, » Coefficient of variation of Y in NR-group;
C, , Coefficient of variation of X in R-group;

C, ., Coefficient of variation of X in NR-group;

P, Correlation coefficient in population between X and Y;
N, Sample size from population of size N by SRSWOR,;
n,, Post-stratified sample size coming from R-group;

n,, Post-stratified sample size from NR-group;

Y, , Sample mean of Y based on n; observations of R-
group;

Y,, Sample mean of Y based on n, observations of NR-
group;

X,, Sample mean of X based on n; observations of R-
group;

X, , Sample mean of X based on n, observations of NR-
group;

P, . Correlation Coefficient of population of R-group;

P, , Correlation Coefficient of population of NR-group
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Further, consider few more symbolic representations:

SR N T B S A T 8

ASSUMPTIONS

Consider following in light of Figure 1 before formulating
an imputation based estimation procedure:

1) The sample of size n is drawn by SRSWOR and post-
stratified into two groups of size n; and n, (n; + Ny = n)
according to R and NR group respectively
2) The information about Y variable in sample is
completely available.
3) The sample means of both groups Yy, and Y, are
known such that
nlyl + n2 yZ

n

V= which is sample mean on n units.
4) The population means X_1 and X are known.

5) The population size N and sample size n are known.
Also, N; and N, are known by past data, past experience
or by guess of the investigator (N; + N, = N).

6) The sample mean of auxiliary information X; is only

known for R-Group, but information about X, of NR-group
is missing. Therefore

5 =M% X could not be obtained due to absence of
n
X, .
7) Other population parameters are assumed known, in

either exact or in ratio from except the V Vl and Vz .

PROPOSED CLASS OF ESTIMATION STRATEGY

To estimate population meanY_, in setup of Figure 1, a
problem to face is of missing observations related to X, ,
therefore, usual ratio, product and regression estimators

are not applicable. Singh and Shukla (1987) have
proposed a factor type estimator for estimating population

mean Y . Shukla et al. (1991), Singh and Shukla (1993)
and Shukla (2002) have also discussed properties of
factor-type  estimators applicable for estimating
population mean. But all these cannot be useful due to
unknown information x, . In order to solve this, an

imputation (x; ), is adopted as:

o | NX =n{f X, +(1- )X
(X2>4_ {N—n }:|

1)
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Population (N=N, + N,)
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Figure 1. Setup to estimate population mean Y.

The logic for this imputation is to utilize the non-sampled
part of the population of X for obtaining an estimate of

missing X, and generate % for X as describe as
follows:

And

~_ N, X, + N2(>_<Z )4
N, +N,

)

The proposed class of imputed factor-type estimator is:

(7)1 =[Novi+N.y, | (A+C)X + fBx”
o N (A+ B)X +cx"”
3)

Where 0 < k <ooand k is a constant and

A=(k-1)(k-2); B=(k-1)(k-4); C=(k-2)(k-3)(k-4) f=n/N.

LARGE SAMPLE APPROXIMATION

Consider the following for large n:

(4)

where, €,, €,, €, and e, are very small numbers €, >0
(i=1234).

Using the basic concept of SRSWOR and the concept of
post-stratification of the sample n into n; and n, (Cochran,
2005; Hansen et al., 1993; Sukhatme et al., 1984; Singh
and Choudhary, 1986; Murthy, 1976), we get

E(e,)=E[E(e,) n,|=0
E(e,)=E[E(e,) n,]=0 o
E(e,)=E[E(e,) n,]=0
E(e,)=E[E(e,) n,]=0

Assume the independence of R-group and NR-group
representation in the sample, the following expression
could be obtained:

elt]- lele)
SlE

()
feoi¥]

(6)



efez]-e[E(e) n,
-3
[0

elez]- E[EE2) o,

foiel

and

efi]-| (o, et | )

E[elea]: E[E(eleS) |n1]

1 1
=E {(n_l - ijlclY Cix }
1
= |:( D1 - ﬁjplcﬂ ClX :|
(10)

Elee,]= E[E(elez) |n1,n2] =0

n,

n

(11)
Ele,e,]=0 (12)
E[ezes] = E[E(e2e3) |n1’ nZJ: 0 (13)
1
E[eze4 ] = [Dz - ijzczv C,x
(14)

Ele.e,]=0 15)

The expressions (11), (12), (13) and (15) are true under
the assumption of independent representation of R-group
and NR-group units in the sample. This is introduced to
simplify mathematical expressions.
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Theorem 1

The estimator [(9 FT)D]k could be expressed under large
sample approximation in the form:

(Y ol = Y [L+ sWaes + soWaeal[1 + (a5 - foles (o5 Bo)fis €& + (o= o) i €5 ..

Proof

e G .
Rewrite X )as in Equation 2:

o =I:N1X1+ N, [ L]

N, +N,

Where,

), :{NX—n{fXﬁ(l—f)Xz}}

N-n

R 1{N1X1(1+e3)+ Nz{Nx-n{fxl f- f)Xz}H
N N-n

_ N Xs(t+ey)+ p[NX —n(f X1+ - £)X.)]
N

_ |:N1X1 +pNX — pnf X1 — pn(l— f)X2 + N1X1e3}
N

PN X +(N, — pnf )X1 — pn(l— )Xz + N, X 1€,
N

= Y[p+(\lv1 — pf 2)rl —pf(1-f)r, +er1e3]

= Y[}H—Wll’l%] (16)

Where,

p=p + (Wi pf 2 = pf (1-F) rz,
Now, the estimator [(9 FT)D]k under approximation and
using (16) is

(), = [lef+ Nzyj] (A+c)X + Bx"”
N (A+ B)X +cx?

—| NYi(@+re)+ N, Y +e,) | (A+C)X + B(u+W,re, )X
N (A+ B)X +C(u+W,r,e;)X

= Vs swe, + sWe,] [(A+ fBu+C)+ fBerlea}

(A+ fB +Cu)+CW,re,

Y[L+sWe, +s,W,e,] {ﬂ}
A AN

SBY[L+sWe, +5,W,e, (1 + ases)(l + faea)™
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Where,

1:A+fB[J+C; §2:fBW1r1; 3:A+fB+C[I; §4:CW1|'1;

I'1=é;l'2= é; 51=Yf1; S2= Yfz; a=é; =é; =é.
X X Y Y S & &

We can further express the above into following:

= &;?[l +s;Wie+ Sszez] (l + a3ea) (1 — faest ﬂaz 632 - 33 933 )

=83 [L+s1Wie1+s;Waes][1+(as—Ba)es—(as—Ba) s € +(a— fa) B3 €5 ...]

BIAS AND MEAN SQUARED ERROR

Define E(.) for expectation, B(.) for bias and M(.) for
mean squared error, then the first order of
approximations could be established for i, j=1, 2, 3, .....
as

E[el‘ezj] =0 when i+ >?2

E[elie;'] =0 when i+ >2

Efelel] =0 when i+ >2 (17)
Theorem 2

The [(9 FT)D]k is a biased estimator of V with the amount
of bias to the first order of approximation:

o005 )} =76, -2)-0.Cs - 1) 01 s o -5 Gy |

B[(yl—‘r )D ]k = E[{(yl—‘r )D }k _Y_]

Using theorem 1 and taking expectations

EI(Y ol = Y ELL + (as— Bojes— (a5 Bo) Bs € + siWaer{L + (o= ) €5 -~ (a5~ )
pe &)

+ 5pWae, {1+ (a5 ) €3 - (a5 ) a3 ]

= &Y [L~(as- FIBE(E)+ tWa(as- ) E(eses) + sWa(as fr)E(e2es)]
= §3V|:1_ (0‘3 -Bs ) Bs [ D, - %jcfx + (as -, ) S1W1( D, - %)plcw Cix }

= (53 \?{1_ (aa - ﬁa )[ Dl - %)Cu {/% C1x - 51W1p1clv }}

Therefore,

= Y{(é‘z _1)_53C1x (0‘3 _ﬂS)(Dl _’:\Llj{ﬂsclx - 51W1p1C1Y }—‘

Theorem 3

The mean squared error of [(9 FT)D]k is

M (Y )l

:Yz {(53 —1)2 +(D1 - i‘j{\]ﬁfcé + J2C12X +2] 351P1C1v C1>< }+ ( Dz - ;jggSZZWZZCZZY }
Where

J= 532W12' J, =4, (as ‘ﬂa){‘sa (0‘3 ‘ﬂs)‘2(53 ‘1)ﬂ3}; 33 =Wd; (20, ~1)(a; - B,)
Proof

— — —2
MICY (ol = ER(Y Fr)ok = Y]

Using Theorem 1, we can express

MIY pr)ol = EL Y {L + siWaert soWaes{L+ (a5 -)es (s —B)fies + (as- o) s €
Y

Using large sample approximations of (17) we could
express

2

= VE [(8-L)+ (05— Bes—(s—fo)fs & +(s1Waert SoWeo)+ (as— f)(S1Waes + spWoe)
esll

= VE(G- 1)+ 6%(as- B e + SW2 el + 8 WY el +28,5WaWogre,

+ 2(as- fo)(s1Wae1 €3+ SWoesea) bt 265(d3-1) {(as- fo)es— (as- fio) st

+ (S1Waeq + S;Woe) + (a3 - fi) (S1Wie1€3 + SaWaeses)]]

Using (5), (11) and (12) we rewrite,

= YL@ 1)+ 57 {(c0 — )] E(€D) + s W, E(el) +s? WE(e]) +2(cu ) s:Ws Eer ea)}
+ 2665 DA E(&l )+ (s~ )W E(eres)]
e R e R e e ey =

1 1
+ 522W22 ( D2 - WJC; + 2(”‘3 - ﬂa )51W1£ D1 - W)/’lclv C1>< }

B N L Y R R e

V07 (01 L Jorswics sl - gl - ) 2o, -
~ ~ 1 2 2~2

+26, (éa _l) (aa —Ps )S1W1F’1c1v Cix } ‘*’(Dz _ﬁj5a $;W;°C, :|

=007+ (0 L Jfsics +0,E 20,5000 Cun o (B, Jotsiwics, |



SOME SPECIAL CASES

The term A, B and C are functions of k. In particular,
there are some special cases:

Case 1l

When k=1

rw,

A=0;B=0;C=-6; §=-6; &=0; &= -6 &=-6nwy a5=0; o= L1, 5=
u

_ rlzwlz(g_zﬂ). Ja= rlwlz(ﬂ_z).
- 4 3 3= 3 3

Jz H H

The estimator [(9 FT)D]k along with bias and m.s.e. under
caseiis:

v N1_1 N2_2 X
(Y ol - { Y }{}

BI(Y m)ol <2 =Y #°[(2- ) 2+(D1 ,%J rW,? Cix{riCax - us101Cav}]
(19)

(18)

. o )
MY )y =Y 0 “[<1—u)2u2+w12[olfﬁj {(p?s3C +(3-24) 12 CY

+2(u- 2) p r18101Cay Cix }+(Dz—%j PPW}s; C4 1
(20)

Case 2
Whenk =2

A=0;B=-2;C=0; &=-2fy; E,=-2fWairy; E3=-2f; £4=0;
=W fa=0; %=1 J=W2k?; Jo=rW7; Jg =rW2(2u-1);

B - — =@
[(Verdok- = {lel;;Nzyz}{xx}

(21)

B [(9 ol = Y|:( u=1)+ (Dl - ;)\le 15,0,Cyy Cix i|
(22)

_ -, 1
MICY el = Y [(H - 17+ W (Dl *Nj {u?sich+ r12 Ch +2@p —1)s,7,0,C1 Coy}

1
+ (Dz_ﬂj VZWZZ s22 il

(23)
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Case 3
Whenk =3
A=2,B=-2, C=0; &=2(1-fu); §2=-20Wiry; &= 2(1-F),  &=0; a3 =
7ﬂN1r1
1-fu
PO o /7 (B /7 A _ Al _ Wlr{fu—f -1},
=0; &= odi= NP ; Jp= — 28 P J
Fo=0n &= Ty 2T -ty ’ a-ty
- “ v, 2@®
— I Nyy Ny, ) X+ fx
[(y FT)D]k:3_ [ N ]{ (1-f )Y :l

(24)

B [(9 FT)D]kzg =Yf (1-f )1|:(1_;u)_[D1 _;}lerlslplcﬂclx :|
(25)

. L .
MIY o)y = V(A= F)? (15— p) 2+ [orﬁj W {(1-fu)?s? C2 + 752 C2

+ 2(2fu-f-1)fr,s,0,C,,Cp )} +(Dz %j (1-fi)®Wz2 82 C2 ]

(26)
Case 4
When k = 4;
A=6B=0,C=0; &=6  §=0,§=6  &=0w=0;  A=0 4=
1, J=W2; 3=0; 33=0;

o lel + NZyZ

[(yFT)D]k=4 = ‘:N:|

(27)
BI(Y e)pli=s =0 (28)

iy 1\,20 1), .o
A R e R A=
(29)

ESTIMATOR WITHOUT IMPUTATION

Throughout the discussion, the assumption is unknown
value of X,. This is imputed by the term ()_(; )4 , to provide

the generation of x@ [Equations (1) and (2)]. Suppose
the X, is known, then there is no need of imputation and
the proposed (2) and (3) reduces into:

RO _ [wj

N (30)
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(¥ ),] :(N1371+N2y2j (A+C)X + Bx®
Fr 7wk N (A+ fB)X +Cx") (31)

Where, k is a constant, 0 <k <o and

A=(k-1)(k-2); B=(k—1) (k—=4); C=(k-2) (k=3)(k—4); f=n/iN

Theorem 4

The estimator [()7,_-r )W]k is biased for Y with the amount
of bias

B[(yr-‘r )w ]k = (

1
+[D2—N)\/\/22I’ZC {zpz §2r2 2X }}

Where,

51 _‘fé{(Dl_'i)W rCix {31/)1 Cy ‘fzrl 1><}

& =fB/(A+B+C); & =C/(A+B+C).

Proof

The estimator [()7,_—r )W ]k could be approximate like:

[(¥=).) = ( N,y + N, Y, j[(A+C))77+ foti)J

N (A+ B)X +Cx"

[NY,@+e)+N,Y,(L+e,)] [ N(A+C)X + BN x1(1+e3)+N
N N N(A+ B)X +C{N,X,(1+e,)+N,X.

Kre)]

(A+ B+C)+ BW,re, +W,re, }

=Y +W,Y,e, +W,Y,e,
7wt 222]{(A+fB+C+CWreg+Wrz

= [Y7 +W1?191 +W2?282][l+ 51 W1r1ea +WzrzeA ] [l+ ‘fz (W1r193 "'szrzeA)T1
Expanding above wusing binominal expansion, and

ignoring (eike'j ) termsfor (k+0)>2, (k,1=0,1,2........ ),
(i, j=1, 2, 3, 4); the estimator result into

(4 —4,)+W,Y,e,(L+ 4 — 4,)+W,Y,e,(1+ 4, — 4,)
(32

[(yFT )w]k =Y +Y

Where,

A= (5 652) (W1r1e3 +W2|"2€4); Ay = éz( é:z) (W re, +W r,e )

And
Wirg tWor=1 holds.

Further, one can derive up to first order of approximation
according to the following;

(i) E[A] =0

(i) AZ] =(&-¢ |:ler12 D, - Clzx +W2"2(Dz —ijczzx}
(iif) [A ] fz 1 fz) W12r12 D1 C12>< +W2r22(D2 j :|
(iv) E[el A ] (651 gz) Wy n ( N PGy

j xCy
1
N jpzczxczv

v Eeal=(-g)w, rz[

(i) Ele,A,] =0 [under o(n)]
(i) Ele,A,] =0 [under 0(n?)
The bias of estimator without imputation is

B[(yl-—l' )w]k = E[{(yl——r )w }k _?]

= E[V(Al —A,) +WiYe (L+ A, = A,) +W,Ye, (L+ A _Az)]

= W.Y.E(e,4)+W,Y,E(e,4)-YE(4, )]
= ( 1 - §2)|:(D1 _;}lerlclx 1,01 i\ Yéglr ClX }

1
"(Dz _N)szrzczx 2P,C Y§1r Cox }}

Y7(51 - éz)[(D1 _;)lerlclx { 1101 ‘fzrczx }

(Dz _;)szrzc { 8,0,C fzrz 2X }}

Theorem 5

+

The mean squared error of the estimator [()7,:r )W ]k is

_ — 1
M[(yFr )w]k =Y* |:[ D, - N)le {lecﬁf +T22C12x +21T, pCyy Cix }:|

1
+ [Dz _N}NZZ {SZlZCZZY + Szzczzx +28,5,p,C5 Cyy }}
Where,

Ti=s1. T2=(§1'—§'2)I’1; Si1 =8y 82:(§1'_§.2)r2;



Proof

MI5er), ), = Ellyer )L YT

(Ve =EN(4-4,)+W e (1+ 4 - 4,)+W, Ve, (1+ 4 - 4,)f
V() WA WA 2, T

+2W, YY,E(e,4 )+ 2W, W,Y,Y,E(ee,)

_ ) G 1 1
=Y 2|:(§1 - 52) {lerf(Dl _ﬁjcfx +W22 rzz(Dz _ﬁjczzx }

+ {Wfsf(Dl ~ s wwisi o, - S ek }
) . 1
+2W;s, (51 -4 >{er1(|31 - ﬁjplclv Cix }
) . 1
+2W,s, (51 -& ){Wz rz[Dz - ﬁjpzcn Cox H
- 1
=Y? |:[ D, - N}Nf {TIZCIZY +T/Ch +2T,T, pCyy Ciy }}

1
+ (Dz - ﬁ)wzz {Slzczzv + Szzczzx +25,5,0,C5 Cyx }}

Remark 1
Atk=1, k=2 k=3and k = 4, there are some special

cases of non-imputed estimators with the respective bias
and mean squared error as laid down with the following

Case 5
Whenk=1
A=0;B=0;C=-6; & =0, & =1;

Si1=s1; Sa="Tz

T1 =s1.
1

T2 = -Iq;

(50 MEN | )

_ - 1 1
B[(yrr )w]k:l =" HDl _*)ancu {S1p1c1v —1Cyx } +(Dz _N)‘szrzczx {szpzczv -1,Cox }:|

N

_ - 1
M[(yFT )W]H =Y 2{[ Dl - ﬁjwf {sfclzv + r12(:12>< - Zslrl /71C1v C1x }

1
+[D2 *N)\sz {S;CZZY + rzzczzx = 28,1, p,Cy Cox }}

Case 6
Whenk =2

A=0; B=-2,C=0; &=1; &£=0; Ti=s;, T2=r1; S1= Sy S2=r2,
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(5 M) = [NYT\INYIX;J

= a 1 1
B[(yFT )w ]k:z =Y |:(D1 - ﬁ)leslrlplclx ClY + (Dz - N)NZZSZ rzpzczx sz :|

_ - 1
M[(yFI' )w ]kzz =Y 2|:[ Dl _ﬁ)/\/lz {Slzclg( + rlzclzx + Zslrl plclY CIX }

1
+[D2 7ﬁ)/v; {s2C2, +12C2 +25,1, p,Cpy Coy }}

Case 7

When k =3

A=2; B=-2,C=0; & =+F/(1-H% &=0; Ti=sy; To=nf(1-) 2
S1= sy, S=rf(l-f) ™

_ _ N171+Nzyz] X —x®)
I
= T ~ 1 1
B[(YH )w ]k:s =-Yf (l_ f ) 1|:(D1 _N}le r151p1C1v ClX +(Dz _ﬁ)wzzrzszpzczv sz :|
= - 1 .
M[(ny )w ]k:s =Y 2|:( D1 _ﬁ)wlz {Slzcﬁ« + (1_ f) : f 2r12C12>< _2(1_ f) lf S1P1C1YC1>< }

+ (Dz _%)‘sz {szzczzv + (l_ f )72 f 2I'22(322>< - 2(1_ f )Jf Szrzpzczvczx }]

Case 8
When k = 4, then

A=6;B=0;C=0; & =0, & =0; Ti=s;; T,=0;

(Ve )]s = [Nyr\l'\'y)

81: S2; Sz = O,

B[(yl-‘l' )w ]k:4 = o
— 1 1
Y 2|:(D1 - N)le S12C12Y + [Dz - N)szszzczz\r :|

NUMERICAL ILLUSTRATION
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<
1
S
=
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Consider two populations | and Il given in Appendix A
and B. Both populations are divided into two parts as R-
group and NR-group having size N; and N, respectively
(N = N1+ N,). The population parameters are displayed in
Tables 1 to 6.

DISCUSSION

Using the imputation for X, by the mixture of three
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Table 1. Parameters of population - | (from Appendix A).

Parameter Entire population For R-group For NR-group
Size N =180 N1 =100 N2= 80
Mean Y Y =159.03 Y, =173.60 Y, =140.81
Mean X X =113.22 X, =128.45 X, =94.19
Mean square Y S =2205.18 SZ =2532.36 S2, =1219.90
Mean square X SZ =1972.61 S3 =2300.86 S2, =924.17
Coefficient of variation of Y C, =0.295 C, =0.2899 C,, =0.248
Coefficient of variation of X C, =0.392 C, =0.373 C,, =0.323
Correlation coefficient Py =0.897 Py =0.857 Paxy =0.956
Table 2. Parameters of population - ii (from Appendix B).
Parameter Entire population For R-group For NR-group
Size N =150 N1 =90 N2= 60
Mean Y Y =63.77 Y, =66.33 Y, =59.92
Mean X X =29.2 X, =30.72 X, =26.92
Mean Square Y SZ =299.87 S} =349.33 S2, =206.35
Mean Square X SZ =110.43 S2 =112.67 Sz, =100.08
Coefficient of Variation of Y C, =0.272 C, =0.282 C,, =0.2397
Coefficient of Variation of X C, =0.3599 C,x =0.345 C,, =0.3716
Correlation coefficient Py =0.8093 Py =0.8051 Poyy =0.8084

Let samples of size n = 40 and n = 30 are drawn from population | and Il respectively by SRSWOR and post-
stratified into R and NR-groups. The sample values are in Tables 3 and 4.

Table 3. Sample values for population — i.

Parameter Entire sample R-group NR-group
Size n=40 ni; =28 ny,= 12
Fraction f=0.22 - -
Table 4. Sample values for population — ii
Parameter Entire sample R-group NR-group
Size n=30 n; =20 ny= 10
Fraction f=0.2 - -

population means is performed. The proposed class is in
Equation (3) with bias in theorem 2 and mean squared
error in theorem 3. The class contains some special
imputed estimators forvalue k=1, k=2, k=3 and k = 4.
A non-imputed class of estimator is also developed which
has bias and mean squared error derived in theorem 4
and 5. This class also has some special cases. The
computation over two population is made whose

description is given in appendix. The two random sample
of size n = 40 and n = 30 are drawn from populations |
and Il respectively and post-stratified into two groups.
The Tables 5 and 6 are presenting a numerical
comparison between imputation and non-imputation class
over the two populations in terms of their bias and m. s.
e. The imputation technique (1) is effective because there
is not much increase in the mean squared error due to



Table 5. Bias and M.S.E. comparisons of [()_/FT )D ]k .

Shukla et al.

Estimator Population | Population Il
Bias M.S.E. Bias M.S.E.
(Y g1 -2.8775 18.6000 -1.1874 9.8618
[y o1, 3.3127 232.4162 3.4360 41.4794
(Y g Ty -4.0370 8.4710 -0.6377 6.3540
[y I 0 43.6500 0 9.2675
Table 6. Bias and MSE comparison of [(Y/FT )W ]k .
. Population | Population Il

E

stimator Bias M.S.E. Bias M.S.E.
[()7Fr )W ]k:1 0.1433 12.9589 0.1095 6.0552
(Ve ) 1, 0.3141 216.3024 0.1599 46.838
[()7Fr )W ]k=3 -0.096 4.327 -0.031 5.2423
[(37Fr )W ]k=4 0 43.65 0 9.2662
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imputation. The k = 3 seems to be a good choice. The k =
2 performs worst for both sots of data.

CONCLUSIONS

The technique of mixture of X , X1, X2 performs well
and the imputed factor-type estimator is very close to
non-imputed in terms of mean squared error when k = 1,
2, and 3 holds. The choice k = 3 is better over the other
two. Performance over population Il is superior than I. it
seems that factor type lass is able to replace the non-
responded observation in a nice manner.
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Appendix A. Population | (N= 180); R-group: (N1=100).

Shukla et al.

Y: 110 75 85 165 125 110 85 80 150 165 135 120 140 135 145
X: 80 40 55 130 85 50 35 40 110 115 95 60 70 85 115
Y: 200 135 120 165 150 160 165 145 215 150 145 150 150 195 190
X: 150 85 80 100 25 130 135 105 185 110 95 75 70 165 160
Y: 175 160 165 175 185 205 140 105 125 230 230 255 275 145 125
X: 145 110 135 145 155 175 80 75 65 170 170 190 205 105 85
Y: 110 110 120 230 220 280 275 220 145 155 170 195 170 185 195
X: 75 80 90 165 160 205 215 190 105 115 135 145 135 110 145
Y: 180 150 185 165 285 150 235 125 165 135 130 245 255 280 150
X: 135 110 135 115 125 205 100 195 85 115 75 190 205 210 105
Y: 205 180 150 205 220 240 260 185 150 155 115 115 220 215 230
X: 110 105 110 175 180 215 225 110 90 95 85 75 175 185 190
Y: 210 145 135 250 265 275 205 195 180 115

X: 170 85 95 190 215 200 165 155 150 175

NR-group: (N2=80)

Y: 85 75 115 165 140 110 115 135 120 125 120 150 145 90 105
X: 55 40 65 115 90 55 60 65 70 75 80 120 105 45 65
Y: 110 90 155 130 120 95 100 125 140 155 160 145 90 90 95
X: 70 60 85 95 80 55 60 75 90 105 125 95 45 55 65
Y: 115 140 180 170 175 190 160 155 175 195 90 90 80 90 80
X: 75 105 120 115 125 135 110 115 135 145 45 55 50 60 50
Y: 105 125 110 120 130 145 160 170 180 145 130 195 200 160 110
X: 65 75 70 80 85 105 110 115 130 95 65 135 130 115 55
Y: 155 190 150 180 200 160 155 170 195 200 150 165 155 180 200
X: 115 130 110 120 125 145 120 105 100 95 90 105 125 130 145
Y: 160 155 170 195 200

X: 120 115 120 135 150

Appendix B. Population Il (N=150); R-group (N1=90).
Y: 90 75 70 85 95 55 65 80 65 50 45 55 60 60 95
X: 30 35 30 40 45 25 40 50 35 30 15 20 25 30 40
Y: 100 40 45 55 35 45 35 55 85 95 65 75 70 80 65
X: 50 10 25 25 10 15 10 25 35 55 35 40 30 45 40
Y: 90 95 80 85 55 60 75 85 80 65 35 40 95 100 55
X: 40 50 35 45 35 25 30 40 25 35 10 15 45 45 25
Y: 45 40 40 35 55 75 80 80 85 55 45 70 80 90 55
X: 15 15 20 10 30 25 30 40 35 20 25 30 40 45 30
Y: 65 60 75 75 85 95 90 90 45 40 45 55 60 65 60
X: 25 40 35 30 40 35 40 35 15 25 15 30 30 25 20
Y: 75 70 40 55 75 45 55 60 85 55 60 70 75 65 80
X: 25 20 35 30 45 10 30 25 40 15 25 30 35 30 45
NR-group (N2=60)

Y: 40 90 95 70 60 65 85 55 45 60 65 60 55 55 45
X: 10 30 30 30 25 30 40 25 15 20 30 30 35 25 20
Y: 65 80 55 65 75 55 50 55 60 45 40 75 75 45 70
X: 35 45 30 30 40 15 15 20 30 15 10 40 45 10 30
Y: 65 70 55 35 35 50 55 35 55 60 30 35 45 55 65
X: 30 40 30 10 15 25 30 15 20 30 10 20 15 30 30
Y: 75 65 70 65 70 45 55 60 85 55 60 70 75 65 80
X: 30 35 40 25 45 10 30 25 40 15 25 30 35 30 45
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